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**Motivation**

Static analysis by abstract interpretation is a popular method to verify non-functional correctness properties (i.e., nothing very wrong happens: there is no arithmetic overflow, pointer error, etc.), but it can also be used to prove functional properties (i.e., the program actually computes the function it is supposed to compute). For instance, recent works [2, 1] have shown that it is possible to design symbolic abstract domains able to reason about arrays of unbounded or parametric size and verify the correctness of array subroutines such as array initialization, array search, and sorting. The goal of the internship is to design new abstract domains able to prove the correctness of classic linear algebra functions, such as matrix addition, multiplication, GEMM (general matrix multiplication), or more generally BLAS (Basic Linear Algebra Subprograms).

A very simple example of matrix multiplication routine could be:

```c
for (i=0; i<N; i++)
    for (j=0; j<N; j++) {
        c[i][j] = 0;
        for (k=0; k<N; k++)
            c[i][j] += a[i][k] * b[k][j];
    }
```

and the goal is to prove that, at the end of the program, matrix $c$ indeed contains the product of $a$ and $b$. A successful static analysis would require designing a symbolic domain able not only to express that $c$ is the product of $a$ and $b$, but also to express the loop invariants for each nested loop (i.e., $c$ is a partial matrix product at each iteration, parameterized by the values of $i$, $j$, and $k$). It should also feature a precise set of transfer functions, including the modeling of assignments such as $c[i][j] = 0$ and $c[i][j] += a[i][k] * b[k][j]$, as well as a join and a widening operator. We would, as a first approximation, consider that programs manipulate real numbers and ignore rounding-errors induced by the floating-point representation actually used.
From there, several directions of research are possible:

1. Analyze more complex matrix algorithms, such as Gauss elimination, matrix inversion, linear system solving, etc.

2. Analyze algorithms form realistic BLAS libraries, such as the C implementations provided by the BLIS library [3] or other implementations. Realistic implementations employ hand-crafted optimization techniques (such as loop unrolling, software pipelining, specialization, etc.) which may require more complex loop invariants (and so, a more complex abstract domain) to analyze precisely.

3. Analyze programs output from automated source-to-source optimizers, such as Pluto [4], that perform complex loop transformations (such as tiling). The generated code is much larger and more complex than the original one (including in particular extra levels of loops), and it is far from obvious to prove that it still performs the intended computation. Interestingly, such optimizers use internally their own flavor of static analysis, including polyhedral representations. The theoretical and technical connections between the field of loop optimization and program verification by abstract interpretation could be studied in this internship.

4. Due to floating-point errors, the actual result of a correct algorithm may be significantly different from the mathematical result. A possible extension to this work would be to bound the difference between the mathematical and the real results, possibly using an array version of the abstract domain proposed in [5].

**Expected work**

The intern shall select a set of matrix programs and their implementations, and design symbolic abstract domains (including all the necessary abstract operators) capable of proving that the implementation performs the expected mathematical computation. The proposed domains and operators shall be proved correct. An implementation and an experimental evaluation of the proposed analysis (e.g., on a toy programming language manipulating arrays) is a strong plus.
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